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Abstract/Summary

Quantitative and computational methods have increasingly provided insights in many neuroscience 
problems. Amongst them, AI and machine learning have relatively recently emerged as very promising av-
enues for knowledge discovery, especially in the era of complex, big and diverse data. Herein, applications 
of machine learning in neuroimaging are discussed, with emphasis on aging and Alzheimer’s Disease (AD), 
schizophrenia, and the most aggressive brain cancer, namely glioblastoma (GBM). In particular, machine 
learning is shown to produce highly sensitive and specific imaging signatures of brain change during early 
preclinical stages of AD, as well as to identify neuroanatomically distinct subtypes of schizophrenia. Finally, 
machine learning is shown to produce imaging signatures that predict patient outcome. These representa-
tive results highlight the potential of machine learning in neuroimaging as means to derive sensitive and 
specific biomarkers, and to reduce complex and diverse data into a small number of dimensions capturing 
different aspects of the neurobiology of brain diseases.

 

SPECIAL PAPER 	 ΕΙΔΙΚΟ ΑΡΘΡΟ

In the past 30 years we have experienced an ex-
ponential growth of various neuroimaging methods, 
which capture complex aspects of structure, func-
tion and connectivity of the human brain, in healthy 
as well as in diseased states. Quantitative analysis 
ways have progressed in parallel, responding to the 
complexity of this data and the richness of the in-
formation that can be derived from them. Among 
these methods, machine learning has emerged as a 
promising tool for extracting imaging signatures that 
contribute to personalized precision diagnostics and 
prognostication [1-6]. Although machine learning 
has often been viewed as a way to automate tasks 
that currently require a great deal of human effort 
(e.g. precise segmentation of anatomical structures 
or detection of lesions), its greatest potential lies in 
“seeing” in the data what humans are unable to see, 
thereby leading to knowledge discovery. 

Imaging patterns can be quite complex. For ex-
ample, no brain region offers sufficient sensitivity and 
specificity in detecting AD, schizophrenia, and most 
other brain diseases, despite the fact that numerous 
studies have associated them with changes in brain 
volumes, cortical thickness, brain connectivity and 
function. The main premise of machine learning is 
that the proper integration of many such “weak pre-
dictors” forms strong and highly sensitive and specific 
imaging signature which can serve as biomarkers 

of disease and offer personalized prognostications. 
This talk discussed two such MR imaging signatures 

reported in AD [7] and schizophrenia [3], which are 
identified on an individual basis with promising ac-
curacy. Perhaps most importantly, the former was 
also found to progressively increase relatively more 
rapidly in individuals with normal cognition who later 
progressed to mild cognitive impairment (MCI) [1], 
thereby potentially offering an early biomarker of AD 
during stages in which pharmacological and lifestyle 
interventions might be most effective. In GBM, ma-
chine learning derived imaging signatures have been 
found to improve our predictions of patient outcome 
[8], thereby offering additional information that can 
influence patient management, targeted recruitment 
into clinical trials, as well as more effective evaluation 
of treatment effects via comparisons to personal-
ized estimated of outcome, rather than to generic 
population-based medians.

A notorious limitation of machine learning meth-
ods has been their often poor generalization and 
reproducibility in new patients and scans. This weak-
ness is not necessarily fundamental for these meth-
ods, but rather emerges from the oftentimes poor 
application of these approaches to biomedical data. 
Insufficient training is among the most prominent 
challenges, as the sheer dimensionality and com-
plexity of various types of neuroimaging data would 
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normally necessitate training on tens of thousands 
of scans in order to sample the variability of brain 
structure and function, as well as to access the di-
versity of various imaging acquisition protocols and 
scanner characteristics. Recent work on the forma-
tion of international consortia bringing together 
thousands, or tens of thousands of datasets have 
offered promise that sufficiently ample and diverse 
training and validation will be soon possible, which 
will propel machine learning methods into routine 
clinical use. Several such consortia were described 
on studies of brain aging [9, 10], schizophrenia [11, 
12], and GBM [13].

As the availability of very large and diverse neu-
roimaging and clinical datasets increases, additional 
problems that were previously inaccessible can now 
be addressed. One such important problem is that 
of heterogeneity of brain diseases: perhaps seek-
ing an imaging signature of AD or schizophrenia is 
mundane, since both of these diseases are highly 
heterogeneous. Recent work has developed advanced 
semi-supervised machine learning methods, which 
simultaneously seek to estimate disease subtypes 
and establish respective imaging signatures [14-16]. 
Application of these methods to schizophrenia identi-
fied two neuroanatomically distinct subtypes/dimen-
sions of schizophrenia, which also showed differences 
in schizophrenia-related polygenic risk scores. This 
suggests that diseases that are clinically categorized 
as unique entities might have quite distinct neuro-
pathological underpinnings, and potentially differ-
ent response to various treatments. A similar recent 
study in MCI and AD uncovered 4 dimensions of 
structural brain change [16], and two progression 
pathways. Although one of them appeared to be 
aligned with typical AD-like patterns of atrophy, the 
second one was more associated to global patterns 
of brain atrophy potentially related to small vessel 
ischemic disease and other comorbid pathologies that 
accelerate the process of brain aging and dementia. 
Similar work in GBM has identified distinct imaging 
subtypes of GBM, with differences in patient survival 
and in molecular characteristics of the tumor [17]. 

These and many other studies of similar flavor are 
setting the foundation for more precise definition 
of neurologic and neuropsychiatric diseases, based 
on underlying neurobiological signatures, in part 
derived from imaging. Importantly, such methods 
are gradually establishing a dimensional view of brain 
pathologies, with various dimensions informed by 
neurobiological signatures derived from a variety of 
biomarkers, including imaging. Eventually, categoriza-
tions of a patient into a single and specific disease 
might become practice of the past, and replaced by 
placement of a patient in a brain coordinate system 
spanning the heterogeneity of normal and abnor-
mal brain structure and function. Numerous prior 

studies can offer contextual information about the 
clinical implications of a patient being in a particular 
location on this brain chart (e.g. implications about 
response to certain treatments). Machine learning 
methods applied to neuroimaging data gradually and 
systematically build such dimensions and contextual 
knowledge. 
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